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Legal

This presentation and/or accompanying oral statements by Radian Memory Systems, Inc. (“RMS”)
representatives collectively, the “Presentation”, is intended to provide information concerning Flash memory
technology. While RMS strives to provide information that is accurate and up-to-date, this Presentation may
nonetheless contain inaccuracies or omissions. As a consequence, RMS does not in any way guarantee the
accuracy or completeness of the information provided in this Presentation.

This Presentation may include forward-looking statements, including, but not limited to, statements about any
matter that is not a historical fact; statements regarding RMS’ intentions, beliefs or current expectations
concerning, among other things, market prospects, technological developments, growth, strategies, and the
industry in which RMS operates; and statements regarding products or features that are still in development.
By their nature, forward-looking statements involve risks and uncertainties, because they relate to events and
depend on circumstances that may or may not occur in the future. RMS cautions you that forward looking
statements are not guarantees of future performance and that the actual developments of RMS, the market, or
industry in which RMS operates may differ materially from those made or suggested by the forward-looking
statements in this Presentation.

In addition, even if such forward-looking statements are shown to be accurate, those developments may not be
indicative of developments in future periods.

Radian
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Agenda

Cooperative Flash Management
ASL Configurator

|dealized Flash
Delegated Copy-Move
Back Channel

Performance Benchmarks




Cooperative Flash Management (CFM)

Redistribution of Flash Management between Host/Device

+ Data Placement

* Leverages host segment cleaning
for Garbage Collection

* Scheduling

Host System Software

Symphonic Host Libraries and AP|

ASL Configurator

Symphonic Firmware

Wear Leveling * Idealized Flash
NAND Maintenance » Configurable Addressing
Maintains device state + Offload process execution

B A Address Configurator
Interface

Configuration Mgt. Geometry Emulation

i Standard NVMe API plus
vendor specific extensions

sssssssssssss
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Cooperative Flash Management (CFM)

2014 2015 2017 2018 2018
Symphonic'vi Symphonic™ v2 SMETrF Drive Implementation for Symphonic™ v3
Caoperative Flash Management Caoperative Flash Management SMR-F SSD O C 2 Caoperative Flash Management
Demo’d CFM to Won EMS Zoned Flash ‘All Firmware’
leading Flash Fabs implementation
CFM and SMR
SDC.T
i F

Ve

Pz innoative
Technokxgy

ed Name:
Firmware

2019
Zoned Flash

Radian
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Zoned Flash

* Idealized Flash

Zones of Zone Report/ .
Contiguous LBAs Zone Reset « ASL Configurator

Deviee T TTTTTTTTTToTTomTomTmmTmmTomoomoToot « Decoupled Wear Leveling
and NAND Maintenance

« Back Channel*
Radian Zoned Namespaces + Delegated Copy-Move offload*
SSD Firmware

« Zone Append*

 Relaxed Write Pointer

Error NAND State

*Optional feature

Radian
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Smerf Bridge
(optional)

« Zone Block Device (ZBD) to NVMe
protocol translation bridge

Smerf Bridge Driver:
smrf.ko
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» Provides support for Zone Report and
Zone Reset commands between:

:

» Hosts using the ZBD interface

» Zoned devices using NVMe

vendor extensions for Zone Linux Upstream

)

Y a o . O O S S S S S S B RS B R

R t and Z R ¢ Kernel IV
eport and Zone Rese Space e Driver
» Support for multi-drive volumes \ /dev/nvmeOn1 /
/dev/nvmelnl

2019 Storage Developer Conference. © Radian Memory Systems, Inc. All Rights Reserved.



Address Space Layout (ASL) Configurator

-

~

NAND NAND NAND NAND

\_

Iso-Region
Dies form discrete, physically isolated regions

Iso-Box
One or more iso-regions that can be
associated with a namespace

Namespace )

* Performance
 Endurance

» Capacity

2019 Storage Developer Conference. © Radian Memory Systems, Inc. All Rights Reserved.
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Address Space Layout (ASL) Configurator

» Zones and Application Segments: Write Amp
Die Die Die Die

« Write Stripes: Bandwidth/Latency

Zone

NAND Erase Units (blocks) from dies from 7
within the same iso-region one

Zone

Write Stripe

NAND pages from within Erase Units (blocks)
within a zone.

Write Stripe

Write Stripe

Write Stripe

« Zone Report command

Radian
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MEMORY SYSTEMS

Ragian Address Space Layout

Advanced Space Layout Drive Configurator

(ASL) Configurator

RawDrive Size: 4.3 TB
Raw DloSlze:  67.0GB
UserDrve Size: 43 TB
UserDigSize:  67.0GB

Select Use Case

.
Endurance Bandwidth Isoregion Capacity Isolation or Parallelism Ra d I a n

MEMORY SYSTEMS.

Advanced Space Layout Drive Configurator

Select Drive | RMS 3500 4746

Drive Model: AMS 350D 4T 4G

EpalaEd TGS

Use Case paramelers:
Select Endurance | 20~ | Pt

Endurance Configuration

Endurancs o (wwised, Inreaaing e
ratc recuces space, bl allows a mulpls
space d
. adlan
MRy Srenems
onfigurable
Zone Layout Map Block Dev ‘ NS Type | NS Size ‘ Zone Size ‘ NS TotZones | Mum Iso-Regions astect Oe
P r m t r sslemalizon | idoviumeont | flash 3787 | 1asme e Downioad
| s
a. a. e e S dovinmeon | NVRAM 0 Download
asl-wide2 deviivmeon lash 3.78 TB 436 GB 888 82 Download
idev/vmen2 NVRAM 4G na o na Download
Use Case parametsr:
astapia s 2250 asa Download ctParsiel sosgions 2~
j/ Parallelism Driven
fasn 22508 ass 1 Dowrioad Iy
idemvime 11368 888 6 Download o1 ol rogions
idev/ivmeond 874.13GB 288 MB 3108 4 Download
ovinmeOns | NVRAM | 4 v ' Dourtoed e Loyouttizo | siookDer | WS Ty | Wesize | Zonesie | NSTorzones | Numisehegons
e smarzone meont | nes R ;
devnimeonz | WRAM | 40 . o
s | zaT8 "
NvRAM . )
ashepita o ce " 2
— s 2220 0
asapins cevnimeons | WAAM | 40 . o
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|dealized Flash

= Geometry Emulation Contiguous Addressing

Presents idealized NAND Zone 1 Zone 2 Zone 3 Zone N

O|lad|a|a @ o|lod|a|a
S|3=]= SHEE b e o )

Hierarchal Address Virtualization

= Abstracts vendor-specific attributes

= Maps Bad Blocks

Zoned Namespaces
SSD Firmware

. Nota FTL
oupled Wear Leveling Geometry Emulation

No 0.1% mapping storage requirements

Radian ZNS SSD

Deterministic
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Strict Write Pointers

- « NAND requires Tangled Ordering Write Errors
= sequential programmin

Host 4K 9 prog 9 QD/ % Write

Sequential Write j": _ Thread E

Queue m + Tangled Ordering rea rrors
i 8 98.87%
X » Performance Impact

\ « Without Idealized Flash
In-Flight Writes (Geometry Emulation turned off)

T8~ Tangled Ordering
aK

lak | Sequential Writes
| s | arrive out-of-order
4K at SSD

* Closed system

aK | aK 4K [ ak | Zone

Write Pointer

Radian
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Zone Append

Pros

Host System Software

* No Strict Write Pointer requirement
Host updates

« Overcomes NAND addressing anomalies mapping table

geometry or vendor specific attributes

« No FTL L2P storage requirements @ Host ser_lf(_js data and
.1%, 1GB mapping space for 1TB capacity Speciiies zone

Cons

* Modifications to host system software

* New consistency models SSD determines LBA
in designated zone
* Potential latency impact and provides it to host
Radian’s Zone Append

can support multiple,
concurrent append Zoned Flash SSD

request/completions

Radian
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Zoned Namespaces

= 1 Relaxed Write Pointer

SeeeEE

p

Hos'lc 4K

. Sequential Write 4K
Idealized Flash enables Queue
Relaxed Write Pointer K
4K

4K

Overcomes Tangled Ordering if host
attempts to write sequentially

e . In-Flight Writes
No modifications to host software, no new

consistency models or additional latency [~ Tangled Ordering

lak | Sequential Writes

Minimal SSD memory arrive gtug—sog—order

(not 0.1% like L2P tables) Out-of-Order

LBAs accepted

fac[ac ] [ W Zone
Write Pointer Relaxed Write Frontier

Radian
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Variable Capacity & Zone Excursions

Zone Size

» Addressing gaps

Zone Capacity

- >

20N X e | * Zones can change capacity due

Zone X +1 =_: to bad blocks
Truncated

* Zone Excursion Portion  Host software requireS modifications

GpeHs———————— = N

ldealized Flash

* No addressing gaps « Zones do not change size/capacity

Geometry Emulation

» Automatic bad block * No modifications to host software

replacement

2019 Storage Developer Conference. © Radian Memory Systems, Inc. All Rights Reserved. ~ G— venory svsteus



|dealized Flash

Radian ZNS SSD

Idealized Flash overcomes the limitations or need for...
= Strict Write Pointers
= Zone Append

= Variable Zone Capacities and Excursions
Simplifies integration into existing storage systems

Minimizes host software modifications when transitioning to different NAND

2019 Storage Developer Conference. © Radian Memory Systems, Inc. All Rights Reserved. ~ G— venory svsteus



Radian ZNS SSD

Idealized Flash overcomes the limitations or need for...

Simplifies integration into existing storage systems

Minimizes host software modifications when transitioning to different NAND
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Host Storage Stack

Garbage Collection

Host Host determines what zone to clean
sequentially
writes new data
to specific LBA

and zone

Copies valid data from that zone

ORC,

@ Writes valid data to new zone
@ Issues ‘Zone Reset’ command
to device for original zone

Device erases
original zone

ZNS SSD

adian
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Delegated Copy-Move

0 Write Transfer (mmap PIO or DMA)

Host issued Delegated
Move Command

Delegated Copy-Move Commands

* NVMe vendor specific extension

*  NV-RAM - Flash

* Flash 2> NV-RAM Efficient

* Flash = Flash

2019 Storage Developer Conference. © Radian Memory Systems, Inc. All Rights Reserved.

User NV-RAM

* Multiple use cases and
advantages

« Can appear as distinct...
« Zone(s)

 Namespaces and/or
unique block device

User Controlled

Deterministic

sssssssssssss




Host Storage Stack

Garbage Collection

Host
sequentially
writes new data
to specific LBA
and zone

@ Host determines what zone to clean

Host commands device to copy valid
data and move it to new zone

@ Issues ‘Zone Reset’ command
to device for original zone

Device erases

original zone
Device copies

and moves
specified data to
specified zone

ZNS SSD

adian
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Host Storage Stack

Garbage Collection

Host
sequentially
writes new data
to specific LBA
and zone

@ Host determines what zone to clean

@ Copies valid data from that zone

@ Writes valid data to new zone
@ Issues ‘Zone Reset’ command
to device for original zone

Device erases
original zone

ZNS SSD

adian
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Delegated Copy-Move

Host System Device

100% of Host Writes are
new Host Writes

Final Result: 67% of Media Writes
are new Host Writes

Symphonic
based SSD
Host WA is offloaded to SSD 1.5 Total System WA
(Host WA performed internally in SSD)
67% of Host Writes are new Final Result: 34% of Media Writes
Host Writes are new Host Writes
Leading FTL [ | | B aEEe B aEEm e [ |

based sSD [ ] [ ] - SEEEE sEEesEe

3.0 Total System WA
(1.5x 2.0 performed internally in SSD)

1.5 Host WA

Assumes 1.5 Host WA factor
Assumes 2.0 FTL SSD internal WA factor
B = Copied Data

Radian
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Disaggregated Storage SDC
e

Read Valid Data

NVMe-oF

Relocate Valid Data

s

Delegated Copy/Move
Command

| E——

NVMe-oF

LSF Host
SWV Stack

2019 Storage Developer Conference. © Radian Memory Systems, Inc. All Rights Reserved. 23



‘Back Channel’ (optional)
Wear Leveling & NAND Maint.
» ‘Back Channel’ — optional out-of-band communication path

» Supports various cooperative host/device management activities

» Decoupled Wear leveling and NAND
Maintenance managed transparently by Host Storage Stack
device

* Routine management handled transparently
in coherently aligned manner

Zoned Namespaces
SSD Firmware

» Scheduled by host to avoid unpredictable

+ Ulimately enforced by device to

maintain warranty

Additional wear and maintenance
signaled by device through Back Channel

Back
Channel

Radian ZNS SSD
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‘Back Channel’ (optional)
Wear Leveling & NAND Maint.

L|fecyC|e QOS Host Storage Stack
NAND Maintenance

Hostincludes data in GC
relocation process,
device performs relocation
as instructed

)
=
Device §
H b Device requests data
initiated %) at specified locations
req u eStS o to be moved
c
E ZNS SSD r\
@®©
&)
it
Requests Data PENTHBIS

Movement Maintenance
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Block Translation Layer

Enables testing e ™

fio fio
random, overwriting workload 70/30 workioad 70/30 workioxd

Block Translation Layer

Block Translation Layer

=
.

Block Translation Layer

| Zoned Namespaces (ZNS) |

r  —
(ITET T ET B ELEN TR TTET M (TESN T 7]

Intel® Xeon® E5-2600 Dual Port Intel® Xeon® E5-2600
e D
x2 x2 x2| xz‘ MUIU'D”Ve x2 x2 x2 | x2
Log Structured design serializes
random writes
I | .

Performs segment cleaning (garbage
collection) with Zone Reset

RMS
350

Radian | | Radian Radian
RMS. RMS RMS.
350 350 350
\ AIC HA202-PH

Can enable Conventional Zones & J

SDC ‘19 Demo

Radian
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Apples to Apples
Comparison

— Radian Zoned SSD — FTL SSD
|dentical Silicon
/ \ SSD
p— i » Same SSD Processor Processor ’
““““““““““““ :
« Same Flash Array
3D TLC NAND
o i Dies/Package
\ # of Channels
[M # of Packages/Channel . . . .
AR T e S— 4.6TB Raw capacity \_
Zoned Flash « Same DDR4 array
U.2 NVMe SSD DDR4 FTL
RMS-350 # of Devices U.2 NVMe SSD
Radian
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Block Translation Layer

Application Workload J

Measuring at the [ (random overwriting)

system level

Log Structured design serializes Radian Block Translation Layer «  Emulates log structured

random writes storage management layer:
T e e

Performs segment cleaning o All-Flash Storage Array
(garbage collection)

with Zone Reset o Hyperconverged

appliance

Can enable Conventional Zones
o SDS frameworks

Enables testing random,

overwriting workload o KVS and other storage

engines

Creates Log-on-Log

2019 Storage Developer Conference. © Radian Memory Systems, Inc. All Rights Reserved. ~ G— venory svsteus



Overprovisioning (OP)

30% Example each SSD

FTL SSD Zoned SSD

Advertised 3.23TB 3.23TB
User Capacity
Total OP 30% 30% Total Overprovisioning R

)

Advertised User Capacity }

LS Host LS Host

13% 27% Free Space

Free Space

Advertlsed Device . . .
3.84TB 449TB [ Advertised Device Capacity ]
3%

SSD Internal
() O
SSD Internal OP 17% o

Raw Capacity 4.62TB 4.62TB

'

Raw Device Capacity ]

! !

Log-on-Log Equal for
each SSD é—Radlan

sssssssssssss
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e 70/30 Mix
+ 4K Random Read
4K Random Write

4 worker threads
IOD = 8/thread

99.99% Latency Over Time

100

—_ 75

2 w

£ l | g

5 50 ' ‘ >

© e

()

g %
25 -
N I

200 400 600 800
Latency Time (s)
— FTL SSD

* SSD Queue Depth = 32

+ Total Overprovisioning = 30%
* Single Namespace

99.99% Latency @ IOPS

80
60

40

>75ms Delta

2 @ 250K IOPS

Radian Zoned
SSD

50

100 150 200 250 300

IOPS (K)

Radian Zoned SSD

sssssssssssss
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Latency (ms)

+ 70/30 Mix + SSD Queue Depth =32
4K Random Read
4K Random Write

99.99% Latency @ IOPS 99.99% Latency @ IOPS
Single Namespace, 25% OP and 30% OP Sixteen Namespaces, 30% OP
/25% oP P
30% OP
100 FTL SSD
* ETL SSD 70ms Delta ’UT 50
@ 250K I0PS 3 >185ms Delta
g Log-on-Log @ 240K 10PS
O
% +
25% OP it . .
B - B0 g Noisy Neighbors I
Radian Zoned”~ 30% OP . SSD
SSD .~
= A 100 200 300
IOPS (K) IOPS (K)
— FTL SSD

— Radian Zoned SSD
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